Types of sampling methods 
It is important that the sample selected be representative of the population from which it is taken so that inferences about the population are the best that they can be.
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Probability Sampling Methods
1. Simple Random Sampling (SRS) [image: simple random sampling]
Simple random sampling is the basic sampling technique where we select a group of data items from a population. 
· Each member of the population has an equal chance of being included in the sample. 
· Every possible sample of a given size has the same chance of selection. 

	PROS
	CONS

	Easy to do and fair
Representative of the population
	Needs a complete list of the population
Contains sampling error because of random variation in choosing the data items


2. Stratified Random Sampling [image: strata] [image: stratified sample]
A stratified sample is obtained by taking samples from each stratum or sub-group of a population.
· Each stratum is represented proportionally according to its incidence in the population.
· Each stratum must be non-overlapping as overlapping subgroups will mean some members of the population will have higher chances of being selected.
· Most common strata are age, gender, socio-economic status, religion, nationality, educational attainment.
· Simple Random Sampling is done within the strata.

	PROS
	CONS

	Is cheaper than SRS
Even the smallest and most inaccessible subgroups in the population can be represented
Has high statistical precision
Can have a relatively small sample size
	Estimates of the population strata numbers strata may have to be made. 


TYPES OF STRATIFIED SAMPLING
	Stratum in Population
	A
	B
	C

	Population Size (600)
	100
	200
	300

	Proportionate Sample
	½ x 100 = 50
	½ x 200 = 100
	½ x 300 = 150

	Disproportionate for Sample size 30
	100/600 x 30 = 5
	200/600 x 30 = 10
	300/600 x 30 = 15


3. Systematic Sampling  
[image: systematic sample]
In systematic random sampling, the researcher first randomly picks the first data item from the population. Then, the researcher will select each n'th data item from the list.




Two methods are used:
· From a population total of 100 data items 12 pieces of data are to be selected. A starting number is picked first eg. 5.  Then an interval is picked eg. 8 so every eighth data item is selected to produce 5, 13, 21, 29, 37, 45, 53, 61, 69, 77, 85, 97.
· The sample size is identified eg 30. The total number of the population is divided by the sample size to obtain the sampling fraction. This is used as the constant difference between the data items.

	PROS
	CONS

	Easy to do
The population is evenly sampled
Each member of the population has an equal chance of being selected.
	Not representative if the population has a pattern in it that is the same as the sample pattern (n’th data item)



4. Cluster Sampling [image: clustered population] 	[image: cluster sample]
Cluster sampling is used when the population has "natural" but relatively homogeneous (similar) groups. It is often used in market research surveys.

· The total population is divided into these groups (or clusters)
·  A simple random sample of the groups is selected. Then 
· The required information is collected from a simple random sample of the elements within each selected group.

	PROS
	CONS

	Cheap to use
	Time consuming and complicated
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Non-Probability Sampling 

In any form of research, true random sampling is always difficult to achieve.
Most researchers are bounded by time, money and workforce and because of these limitations, it is almost impossible to randomly sample the entire population. 

Non-probability sampling is where the samples are gathered in a process that does not give all the individuals in the population equal chances of being selected.

The sample may or may not represent the entire population accurately. Therefore, the results of the research cannot be used in generalizations about the entire population.

5. Convenience Sampling 

The samples are selected because 
· They are accessible to the researcher.
· They are easy to recruit.
· They can be a self-selection of individuals willing to participate. (a self-selected sample)

	PROS
	CONS

	Easy and cheap
Least time consuming.
Can give basic data and trends for a pilot study
Can detect relationships in the data.
	Excludes a great proportion of the population so is not representative
Results cannot be used for inferences about the population.
The possible effects of the people who are left out or the subjects that are overrepresented in the results need to be described to make clear the nature of the sample and its differences from the population



6. Consecutive Sampling/Sequential Sampling

Consecutive sampling 
· Includes ALL accessible subjects, that are available, as part of the sample 
· The sampling schedule is completely dependent on the researcher since a second group of samples can only be obtained after conducting the experiment on the initial group of samples.

	PROS
	CONS

	The research methods can be fine tuned in real time.
Limitless options when it comes to sample size and the timing of the sampling.
Sample size can be relatively small or excessively large
Not expensive or time consuming
Does not require a large work force
	Not representative of the population unless the sample is a very large fraction of the population
Not random and cannot be used for inferences about the population





7. Judgmental Sampling/Purposive Sampling
The researcher believes that some subjects are more suitable to be sampled for the research than others individuals. So they are purposively chosen as subjects.
· It is usually used when a limited number of individuals possess the trait of interest. 
· It is the only viable sampling technique to obtain information from a very specific group of people.
· Judgmental sampling can be used if the researcher knows a reliable professional or authority that he thinks is capable of assembling a representative sample.

Eg.	A TV researcher wants a quick sample of opinions about a political announcement. They stop 	what seems like a reasonable cross-section of people in the street to get their views.
Eg.	In a study where a researcher wants to know what it takes to obtain Excellence in NZQA Level 	3 Statistics, the only people who can give the researcher first hand advice are those students who got excellence in this subject.

	PROS
	CONS

	Easy, fast and convenient
	No way to assess the reliability of the “expert”
Process is biased as the process is not random.
Not everyone in the population has a chance of selection
Results cannot be used to make inferences about the population.



Sampling and Non-sampling Errors
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It is important to recall at this point, that the confidence interval, and hence the margin of error, takes into account only the effect of sampling variability, i.e., the sampling error. 

The actual difference between a sample estimate and its true population value comprises two types of error – 





Sampling error  						Non-sampling error

Sampling Error [image: http://evolution.berkeley.edu/evosite/evo101/images/marbles2.gif]
Sampling error is the deviation of the selected sample from the true characteristics, traits, behaviours, qualities or figures of the entire population.

Sample Size and Sampling Error[image: https://encrypted-tbn2.gstatic.com/images?q=tbn:ANd9GcTbV-_xvmqSkE07sHNsbUAph-8Uo1xGF1cDc4oKCxCkJKMCJvF_Bg]
Given two exactly the same studies, same sampling methods, same population, the study with a larger sample size will have less sampling process error compared to the study with smaller sample size. 

Keep in mind that as the sample size increases, it approaches the size of the entire population, therefore, it also approaches all the characteristics of the population, thus, decreasing sampling process error.
[image: Sampling Error and Sample Size]
The sampling error is caused by the act of sampling; it has the potential to be bigger in smaller samples; and, provided some form of random sampling has been employed, we can determine how large it can be (the margin of error). 



Sampling error is unavoidable; it is part of the cost of sampling






[image: http://www.socialresearchmethods.net/kb/Assets/images/sampst1.gif]Non-sampling error
Non-sampling error is the other of the two reasons for the difference between a sample statistic and the true value of a population parameter; the other reason being the sample error caused because data are collected from a sample rather than the whole population.

Non-sampling errors have the potential to cause bias in surveys or samples.






Some examples of non-sampling errors are:
1. The sampling process is such that a specific group is excluded or under-represented in the sample, deliberately or inadvertently. If the excluded or under-represented group is different, with respect to survey issues, then bias will occur.

2. The sampling process allows individuals to select themselves. Individuals with strong opinions or those with substantial knowledge will tend to be over-represented, creating bias.

3. Bias will occur if people who refuse to answer have different views of the survey issues from those who respond. This can also happen with people who are never contacted and people who have yet to make up their minds.

4. If the response rate (the proportion of the sample that takes part in a survey) is low, bias can occur because respondents may tend consistently to have views that are more extreme than those of the population in general.

5. The wording of questions, the order in which they are asked, and the number and type of options offered can influence survey results.

6. Answers given by respondents do not always reflect their true beliefs because they may feel under social pressure not to give an unpopular or socially undesirable answer.

Answers given by respondents may be influenced by the desire to impress an interviewer.

In surveys, the margin of error does not take into account other potential sources of error such as bias due to: 
· (nonresponse bias) people refusing to respond or excluding groups who could not be contacted or who had not yet made up their minds 
· (response bias) people lying 
· (selection bias) sampling from a subsection of the target population by deliberately or even inadvertently excluding specific groups within the population from the sampling process 
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These types of errors are called non-sampling errors. Non-sampling errors can be much larger than the sampling error; they are impossible to correct for after the completion of the survey; and, we cannot determine how badly they affect the results of the survey.

Care must be taken in the design and implementation of the survey in an attempt to avoid, or at the very least minimise the effects of these non-sampling errors. 



image4.gif




image5.gif




image6.gif
Population

pyey

Sample (every 3)




image7.gif
Cluster Population




image8.gif
Cluster Population

Sample
(2 clusters)




image9.png
Population

Cluster Cluster

[ Randomiy sampl witin ach cister
Sarmple Sample Sarmple
One Two Three





image10.jpeg
Point

b

trom samie
P

st

Total error
(5 percentage points)

Bias J L S"":"";;‘g




image11.png
(a) Large bias, small variability ~ (b) Small bias, large variability

(¢) Large bias, large variability (d) Small bias, small variability




image12.gif
Starting "population” ‘Second’generation”  Third generation”  Fourth "generation’

&

48 400609




image13.jpeg
Poputation”





image14.jpeg
[ sampling
‘Sampling g

Population
Population




image15.gif
Variable

response’

Statistic ] Average =3.75

sample

v i
Parameter ‘ "‘ M Average =3.72

population




image1.jpeg
Population

O Sample




image2.png
is defined asthe process of selecting the individuals who will participate (via
‘observation, questionnaire or interview) in aresearch study.

Target  population:  the  actual
population whom will be generalized

by the researcher.

Accessible population: the population
to whom the researcher is entitied to

generalize.

Target Vs
Accessible
Populations

Population: all members of a
particular group. Consideras the
group of interest of researcher,

where the result will be generalized
forthe study.

Random VS
Nonrandom
Sampling

Random sampling: simple / stratified
/ cluster / twostage random
sampling.

Nenrandam sampling: systematic /

convenience / purposive.

Samples and
Population

sample: the group on
which information s
obtained.

Population: the larger
group where result
will be obtained.





image3.gif




