Bivariate Data Analysis using Linear Regression and Genstat

td

GenStat for

Teaching a..

1. Open Genstat

2. Open the file metacarpal

4. Fill in as shown by double clicking on the variables and then clicking Run.

5. You should now get the graph!
A right click will give the

[
option to copy or click on
and the graph can be pasted into
a Word document.

=

6. To return to the Spreadsheet, click on the &
icon along the task bar at the bottom of the
screen.

metacarpal_bone_length_in_cm :
ch: This data was presented in the American . S R LR
1 EI 171
2 5.1 178
3 3.9 157
4 4.1 163
5 4.8 172
6 4.9 183
7 4.6 173
8 4.3 175
9 4.7 173
3. To draw a scatterplot of the data, use the pull-down Graphics menu and select 2D Scatter Plot
2D Scatter Plot . . P
Data l Dptions] Lires and S_l,lrnbols] Az ] Y Az ] Frarne ]
Type of plot | Single =Y -
Y variate: # wvanate: Groups:
|slature_in_crn irpal_borne_length_in_cm ||
OE| | * | | Fun Cancel || Drefaults
X
180 _|
X
175 | «
X X
X
170 _| X
165 _|
X
160 _|
X
T T T T T T
4.0 4.2 4.4 46 48 5.0

7. To perform the linear regression, use the Stats
menu and select Linear Regression.

metacarpal_bone_length_in_cm




8. Fill in the dialogue box as shown, double |4 tinsar Regression = | B e
- . Auvailable Data: T .
clicking on the variables_to select them. - ‘ o [Lineattegresion =
. . metacarpal bone lengt .
Click on Options to select further opfi Response variste [V [qatweinom
and select by clicking. FrH<aas shown. Esplanatory variate () [nal_bane_length_in_cm
9. Click OK and then Run. Linear Regression Options 52
10. You will now get a graph of the fitted Display
H v Model [v Estimates
model, the residual graphs as well as the [ G ||| # s .
linear regression. Use the = in the & - x| Corcel | Defaus ||| ¥ Frobebiity [ Gonfidence intervas
. Carrelations
graph window to move between graphs. ™ Fited Vakes
I’ Examp Confidence limit for estimates () ,95—
To find the output, click on the Wl and s —
. F v Estimate Conztant T
under the Window menu, select Output, 9% Leaming resources Sraghicn
This can be C0p|6d into Word, though YOU  statistics Text (CAST) ¥ Flot Residuals W Plot Fitted Model
will need_ to s_elect the regression output X| @] [0k ot | otous
you require first.
stature_in_cm stature_in_cm
Fitted and observed relationship with 95% confidence limits s 2
2| E 0.0 _
g R ’ rl.‘l) 70‘5 0.0 0‘5 1‘0 l.‘5 2.‘0 2.‘5 160‘.0162‘.5165‘.0167‘5170‘.0172‘.5175‘.0177‘5180‘.0
:: - Standardized resichals Fitted velues
% stature in_cm stature in_cm
metacarpa‘_bone_length_in_cm -15 -1.0 -05 0.0 0.5 1.0 15 0. 025 050 075 100 125 150 175
Normel plot Half-Normal plot
To return to the graphs at any time just click on the I ﬂ' l
Regression analysis
Response variate: stature_in_cm
Fitted terms: Constant, metacarpal_bone_|_length_in_cm
Summary of analysis
Source d.f. S.S. m.s. V.I. F pr.
Regression 1 347.3 347.29 19.19 0.003
Residual 7 126.7 18.10
Total _ 8 474.0 59.25 Adjusted R* > 0.5 so strong
Percentage variance accounted for 69.4 \ correlation
Standard error of observations is estimated to be 4.25.
Message: the following units have high leverage.
Unit Response Leverage this means that this point has a
Eetimates of 3 : 157.00 046  <— big effect on the trend line and
stimates of parameters ; ;
Parameter estimate s.e. t(7) tpr. hence the regression equation.
Constant 94.4 17.7 5.34 0.001
metacarpal_bone_length_in_cm 1700 288 438 0.00 if the t probability is <0.05
. . 38 0. 43\ then this variable is

significant

The model is stature = 17 x metacarpal bone length + 94.4 cm




The graphs can be edited to
remove the confidence levels if
desired. In the Graph window,
chose Edit and then Edit
Graph. You now choose Edit
and then Graph Options

By choosing the two Data set
Lower v indexvar

Upper v indexvar

and clicking off Display data/
set you remove the lines.

-

\

Predictions

You can use your model to predict the

Options

[ Layout [ Key | X s | Y Avas | Graph Options |

-

Data Set: llower —— vJ ["| Display Data Set | Layer Options...
Digplay Line / /ﬁDisplay Symbols Emor bars
Style: ahd /I Symbol: | = Cross Digplay X Upper Emor Bars
- Display X Lower Emor Bars
Method: [Monutoni}/ v] Size: 1 - SR
Colour: |-|
Display Y Upper Emor Bars
= Transparency: 0 Display Y Lower Eror Bars
Coow: I -| Fil Colour H Eror Ber e
Transparency: 0 = Fill Transparency: (0 =
Sort Points in X Order El Display Labels
OK || Cancel || Apply |[ Hep

height when given the length of the

metacarpal bone for other skeletons. Using _
Available Data
the Genstat Calculator | B W ¥ Varates

shown

you should get (17*4.1)+94.4 and selecting

print in Output

you will get 164.1 in the Outplﬂ\mm\{}ﬁ
Tables

Correlations

&

[1774.1+34.4

zkature_in_cm
[ Factors

[ Tests
[ Scalars

metacarpal_bone_

I_len

]| | ]
I
el oo e | e |
e e ||

Functions. .. |

Save Result [n: |

> | Frintin Dutput

To find r under the Stats menu choose [ DisplayInSpreadsheet | =
correlations and then correlation ® = x| @] Fun |  Cancel | Opions. |  Defas |
coefficient '_L'- Correlations EI =] @
A 3 . A Ayailable Data: Data:
1. Click on J to put your variables in the Data
column, tick on Correlations metacamal_bone lengt ;"tztﬂrcf_'ﬂellalfnm"' [ -
to ensure that you get the correlations N
2. Click Run
Note: Genstat gave you the adjusted R? earlier, if you want ¢ ol L
the normal R?, square the r value, or take the regression ss
and divide by the total ss By ——
. v Corelations
(347.3 +474 for the metacarpal example)
[ Test gpe=l= S
Correlations between parameter estimates ¢ ;. Linear Regression Options 2
Parameter ref correlations C Display
Constant 1 1.000 ol v Model [~ Estimates
metacarpal_bone_length_in_cm ¥ Summary I

2 -0.997 1.000
Genstat Wil printed out all the predicted values IT you

[®5]

[¥ F-probability [ Confidence intervals

[ Conelations

ticked Fitted VValues when you did the Linear regression

Genstat would have also printed out the standardized residuals if

you ticked Fitted Values

» | Fitted Values

Confidence limit for estimates (%) |95

[ Estimate Constant Term
Graphics

[v Plot Residuals

ﬂ ak. | Cancel

¥ Plat Fitted Model

Defaults




Fitted values and residuals

Standardized
Unit Response Fitted value residual Leverage
1 171.00 170.91 0.02 0.11
2 178.00 181.11 -0.92 0.37
3 157.00 160.71 -1.18 0.46
4 163.00 164.11 -0.31 0.28
5 172.00 176.01 -1.03 0.17
6 183.00 177.71 1.40 0.22
7 173.00 172.61 0.10 0.11
8 175.00 167.51 1.92 0.16
9 173.00 174.31 -0.33 0.13
Mean 171.67 171.67 -0.04 0.22

Piecewise Functions

If you think your model would be better as two straight lines rather than one (or even three lines!) you can fit a
piecewise model. Genstat will fit the model and even find the best breakpoint (where to split the model) for
you.

1. Open the file mens 1500m

2. Choose Stats menu then Linear Regression then change the regression type to Splitline regression

3. Choose the options shown

[ I = 4

plit-line Regression Options

X Linear Regression
(——

Available D ata:

Regressian: |S|:|Iit-lir'|e reqression Display
Time_Seconds ]
When Fesponze varate [7]; |Tin'|e Y— v odel v Esztimates [ Intercepts
— v Surmmary [ Fitted Yalues

Explanatarny variate [<): |Year

Confidence Limit [Z]:

T

Farce line to be harizontal

& Mone  Leit " Right MNumber of grid points for initial search: |3|:|
araphics
........... R | Optians... [+ Breakpaint [v Line plot v Model-checking
IE | x| | Cancel Defaults _=ﬁ ok, Cancel | Diefaults
You can see that there is a split in the data around w |
1910. Looking at the output you can see that it is at ¥
Time,_Seconds 1906 \
250 | \\
\
250 | \
20 1‘ 1 \\\
| o S
150 | “ 20 | \\
| :
1 “‘ : 20 | \
| \
Breakpoint X 1900 1900 1040 1960 1960 2000
Estimates of parameters
Parameter estimate S.e.
Breakpoint_X 1906.07 1.26



To split the data and graph both models
and get the equation for both you will need

-

Create a new column

%

I~ - Column Type M ame:
to divide the data into two groups. _ factor oK
" ariate M.
LU {* Factor el vEkE |1 Cancel
4. Create a factor column i and call " Text Decimal places shown: . Help
it factor " Long Tt Restrict Units on Column Year =
[ »30 cl -
|Year - Restriction Type =
o * |nciude
Choose nits with values =
" Exclude
5. Go to Spread then Restrict/Filter then By |Less than x| |190d
value: - here the data is restricted to all the
values where the year is less than 1906
o
~
1 Fill Column factor with a Numernical Sequence b [
s |fau:tu:ur j oK Presview
6. From the Spread menu, choose Calculate, then _ 2 A
Fill and fill with the value 1 as shown but make | | StartingVale: 4 Apely |12
sure you tick Ignore restricted/filtered rows as | | Ending‘alue: 2 cancel |12
shown fll| Increment: 1 g 3
| Help
il Mumber of Repeats: 1 %
N | Copy Down existing walues aver miszing 2
= 5
2 —
7. Remove the filter with G '_F_"f | F'; % L%
8. Now you can use Linear fl :‘m ':EP et fl‘tDB o el |2
Regression but use Linear | HEn e neettst 2
Regression with groups Response variate (Y] |Time_Seconds
E =planatory wariate [=]: |Year
Fitted and observed relationship Juping factor |fact':"
1al modek |SEparate linez, estimate lines J
¥
250 Options...
afactor=1
Cancel Defaults
225
w 200
~
=
o
L
1
oy 1754
o
E
|_
150 4
125 4
100 -

1880 1900 1920 1940 1960 1980

Year

T
2000



Summary of analysis

Source d.f. S.S. m.s. V.I.
Regression 3 371.3 123.77 6.03
Residual 5 102.7 20.54
Total 8 474.0 59.25

Percentage variance accounted for 65.3
Standard error of observations is estimated to be 4.53.

Estimates of parameters

Parameter estimate S.e. t(5) tpr.
factor 1 53.1 42.6 1.25 0.268
factor 2 103.5 56.8 1.82 0.128
metacarpal_bone_length_in_cm.factor 1

27.0 10.1 2.66 0.045
metacarpal_bone_length_in_cm.factor 2

15.0 11.8 1.27 0.259

While you don’t have an r value, you do have the t probabilities and as you can see they are higher than 0.05
and before they were only 0.03 so as mentioned earlier, this data set would be better not as a piecewise model!

More than one pair of variables in your data set
When you have

600000 4 7% * more than one pair
———— ; of data variables,
A
tonooo ] % you can plot all _the
c " « possible data pair
g0 x combinations by
AHEe| Ry % using Graphics
imooos{ % . and then
04 Pt i Scatterplot
26 ¥ . Matrix and
x RN & choosing all the
25 - oy » y
e ooy xFx % %a data variables —
T o P %, % this now gives you
Hoxe i - x * i
I I | b
= 21_;{&}2&" o X ;‘ x’; E2 o -
N % % . are 3 pairs of
b * x H
5 x variables, and the
14 < = &2 . . .
six combinations
204 R, o R e b4 FEE, M RE. M RELNEE
are plotted — the
1.6 4 first row gives X
2 . on the x axis and
b concentration
: o -
= (mlddle_graph) on
124 the y axis a_nd
diameter (right
i = — ) T —— graph) on the y
< A § 8B B 28888 28aR8348 axis. The second
S 25838 g . row has
G2 conc diameter concentration on

the x axis with X(left) and diameter (right) on the x axis. The third row has diameter on the x axis and X
(left) and concentration (right) on the y axis. This data is from the file cell (but the second column has
been deleted — it had 2 values 1 or 2 for glucose)



Non- Linear Models

You can fit polynomial, exponential, power, square root or piecewise models using Genstat. Once the
regression has been fitted, you can compare the scatterplot, the residual analysis, the R/R? value as well and the
p-value of the F statistic and the significance of the t-test for S, value in your model to decide which of the

models appears to be the best.

If a more complicated model is only slightly better than another, it is usual to use the more simple model as its
interpretation is easier.

Remember to consider also, the number of data points you have - at least 30 is considered enough for a reliable
model.

Exponential Function
y=Ae"* (also can be written y=Ak*) e.g. y=2e>* or y=3"
Where A is the original amount, r = rate or growth

. 45 Calculate [=
factor, x is time 55
The file trees ha_s the cross section o_f a tree trunk. In svvailable Dot CLEHE 1990,
when the recording of the cross sections began, the tree W Varistes s trunk
which had a cross section of 2cm. ™ Factors 0 51
Before you can use linear regression you need to F ;‘l | o om] e
transform the data so a linear relationship is present. [ Malrices =~ ﬂ ﬂ = You
can use Natural logarithms to do this. ™ Tables
8. Open the file trees. Note: X is the number of years R / ~ pirn  SINCE
recording began i.e. 1990. Y O r———- ~
9. Use the calculator | B as before Calculate Functio | [
10 Th|S t|me we are gO|ng '[0 save the .&m: Furetn Class: |Transformations j
H d
reSUItS in the SpreadSheet' / :5='=5: Function: |Natural logarithim j
a. Enter in a name for the
column of the spreadsheet
Click on Functions
Use the arrow to sele
. el isnt
Natural logarithm
R £
Double Click on H
Click Ok Twice X] ok | cancel |
; . Row | Year | X Rad log X
You will have got a warning message and you can see the 1990 o > 7 new column
is highlighted and an * put in Row 1. 901 11 24 0
Checking the output, there is a warning message (1952l 2l 2 z;s 0693147
Warning 2, code CA 7, statement 1 on line 66 (1993 3 36| 109261
Command: CALCULATE log_X=LOG(X) 5| 1994) 4| 4415) 1.38629
Invalid value for argument of function. & 1995 5 498 1.60944
The first argument of the LOG function in unit 1 has the value 7| 1996 6| 5.97| 1.79176 0.0000
As you would expect! a| 1097] 7| 7.17] 1.94501
a| 1998 8| 8.6| 2.07944
10| 1999| 9| 10.32| 219722
11| 2000 10| 12.38] 2.30259




Repeat the transformation for the radius, ensuring you have a new name for the column where the results are to
be displayed.

A5 Calculate |= || @ | Row|Year | X | Rad log X |log_Radi
[LOG(vear 1| 1990 0 2 +| 0.693147
Avalable Data EEEnEE 2l 1991| 1| 2.4 0| 0.875469

¥ Varistes . —— 3| 1992] 2| 2.88 0.693147] 1.05779

™ Factors log_ A N B N ol 1993 3| 346 1.00861] 1.24127
[ Text - - ;

- Si:;g R RS I S N 5| 1994 4| 4.5 1.38629| [WERLE

 Matioss ==| | | ni| eor | s T q995] 5| 2.98] 1.6094a] 1.60543

[~ Tables Functions... ‘ 71 1996 b 5.97 1.79176 1.78675

N 2| 1997] 7| 7.47] 1.04591] 1.96991

Save Result In: |IDg_Year [ Print in Output 1998 . 56 > 07944 315176

g . . .

V' Display In Spreadshest. | frees uslshest! =] 10| 1999 o 1032] 2.19722] 233408

& »| x| @ Fun | Cancel | Optens. | Defauts 12| 2000] 10| 12.38] 2.30259] 2.51608

Now perform Linear Regression as you
have done previously but try different combinations
a. X explanatory, Radius Response

b. X explanatory, log (Radius) Response
c. log (X) explanatory, log (Radius) Response

Fitted

The second
graph is
obviously
the best —
it’s the
straightest,
also notice
the * in the
log X
column,
. . . ) 22 = w = = that’s

x because you cannot log 0, so you X cannot use log X

to create a model

-

vear | ® | Rad | leg X | 1cg zad | This means that an exponential model is possibly a very suitable
1990/ 0 2 o| 0.693147] model.

1991 1 2.4 0| 0.875469
3| 1992 2| 2.88| 0.693147| 1.05779

=

-

ra

oL = == "1 = =1 Now you can perform Linear Regression using X as the explanatory
variable and log Radius as Response variable as you can see there is a linear relation between the two.




&

Available [ata: R egrezsion:
>F|<ac| Simple Linear Reareszion ﬂ
ear iz
o X Fezponze YWanate: log_rad
lag_rad Explanatory W ariate: lx—
Dizplay
v hodel v Estimates
¥ Surmary [v t-probability
v F-probability lv¥ Confidence intervals
[ Corelations [ Accumulated

[ Fitted Values [ ‘wald Tests

Fun | Optians... | Confidence limit for estimates (2] g5

|E Jﬁ Cancel Defaults | v Estimate Conztant Term
Graphics
¥ PlotResidual: v Flot Fitted Model
Regression analysis
Response variate: log_rad
Fitted terms: Constant, X

Summary of analysis

Source d.f. S.S. m.s. v.r. Fopr.
Regression 1 3.655284175 3.655E+00 16215141.71<.001
Residual 9 0.000002029  2.254E-07

Total 10 3.655286204  3.655E-01

Percentage variance accounted for 100.0
Standard error of observations is estimated to be 0.000475.
Estimates of parameters

Parameter estimate s.e. t(9) tpr. lower95% upper 95%
Constant 0.693528 0.000268 2589.56 <.001 0.6929 0.6941
X 0.1822906 0.0000453 4026.80 <.001 0.1822 0.1824

Therefore the linear relationship is : Ln(radius) = 0.1823 x X+ 0.6935

Transforming this
e Ln(radius) — e0.1823 x X + 0.6935

— e0.1823 x X X e0.6935
radius = 6935 g01823x X
= 2007 1823
We can predict that after seven years, the radius of the tree will be
Radius = 2.007 ¢2%%
— 2007 e0.1823 x7
= 7.168 (4sf)
This compares well with the observed value of 7.17.

Power function

_y:kxfl (e.g. y=3x2)
Acgrta'” Hardener g 5 10 [15 [20 [25 [30 [35 [40
neeas a Time taken min 88 [31 [1.7 [1.1[08[06[05 |04

added to set.
of hardener added affects the time taken for the glue to set, as shown in the table above

type of glue
hardener
The amount



While this file is available as glue, this
we will enter the data in manually. e S—— .
You may wish to clear the data from F Sereadshest |
last file first (Data, Clear All data) —
. . R 8
Click on &, you will need 8 rows o B FE - "
rom Lhpboar ram Exce| rom serser abbed-fable -
2 columns " Data Columrs: |2
Type in the harde_zner values in the_flrst @ i E
column and the time taken values in #ppend Vector Scalar Table
Multiple Files
second column
Right click in the first column and @ ﬁ E
. ) . . [ Set as Active Sheet
choose Column Attribute. Mati  Symmetic - Diagon oo
Fill in the dialogue box as shown |New Baok 1
below. This is where you can also
change the type of data by using
QK | Cancel | Help |

Column Attnbutes/Format for C11

Colurnr: [C11 | Type: |:|

Mame: Hardener_g Vatiste Cancel

Description | Apply

Decimals: * Wwidth: =

Restrict data entered to be in the rangs:
Fininvim:

|dentifving information uzed in autput;

Justification Murneric Farmat
¥ Default * General
" Left " Scientific
" Right " Fixed

" Centred " Date

Calumn created: 20-Mov-20010 4:43:39 pm

" b amirmuinn:

Sheet. .

Convert. ..

|Default

(el

Fill...

Date Type...

time

the

and

the

Convert if it is the wrong type (variate when is should be date etc.) and where you can change the Date Type.
You can alter the width here or by manually dragging in the spreadsheet window.
e Repeat for the other column, naming it Time_taken - min

Now you can transform the data as before. (Remember to use Natural Logarithms) and graph the three

possible models

e Explanatory : Hardener, Response: Time taken
e Explanatory : Hardener, Response: log (Time taken)
e Explanatory : log(Hardener), Response: log(Time taken)

Row |Hardener ¢|Time take| log Hardener | log Time taken
1 5| 88| 160944
2 10 31 2.30259 1.1314
3 15 1.7 2.70805 0.530628
4 20 1.1 2.99573 0.0953102
5 25 0.8 3.21888 0.223144
6 30 0.6 3.4012 0.510826

Now graph the three possible models.



The last graph looks the most linear, so perform Linear Regression on Explanatory : log(Hardener), Response:
log(Time taken) to find the equation for the power model

time taken against hardener log time taken against hardener

05 |

E X
« 10 |

Harderex togHerdener regression

log_time v Hardener «  log_Time_taken v log Hardener ‘ .
analysis

Response variate: log_time
Fitted terms: Constant, log_hardener
Summary of analysis

Source d.f. S.S. m.s. v.r.  Fopr.
Regression 1 7.614093 7.6140927 31269.41 <.001
Residual 6 0.001461 0.0002435
Total 7 7.615554 1.0879362

Percentage variance accounted for 100.0
Standard error of observations is estimated to be 0.0156.

Estimates of parameters

Parameter estimate s.e. t(6) t pr.
Constant 4.5504 0.0252 180.42 <.001
log_hardener -1.48273 0.00838 -176.83 <.001
Parameter lower95% upper95%
Constant 4.489 4.612
log_hardener -1.503 -1.462

In this glue example, the y intercept is 4.55 and the gradient -1.48

In(hardener) = -1.48In(time) + 4.55
e In(hardener) _ e—1.48ln(time) +4.55

hardener = e-l.48|n(time) X e4.55
4.55 -1.48In(time)

hardener =e™> x e
=94.6 time™*® (-1.48In(time) = In(time) %)
We can test this model to by substituting in a hardener value e.g. 35 and checking the time taken.
Time = 94.6 (35) 1%
= 0.49 very close to the observed 0.5
Now we can use this to predict the time taken for 50g
Time = 99.48 (50)**
=0.28 minutes

Polynomial

You may fit any polynomial in Genstat
e Choose Linear Regression but this time change the Regression to Poynomial Regression, then choose
whether you want a quadratic, cubuc etc, you will get a similar output to before

. Regression analysis

e Response variate: stature_in_cm



Fitted terms: Constant + metacarpal_bone_|_length_in_cm
Submodels: POL(metacarpal_bone_| length_in_cm; 2)

Summary of analysis

Source d.f. S.S. m.s. V.I. F pr.
Regression 2 370.4 185.20 10.73  0.010
Residual 6 103.6 17.27
Total 8 474.0 59.25

Percentage variance accounted for 70.9
Standard error of observations is estimated to be 4.16.

Message: the following units have high leverage.
Unit Response Leverage
2 178.00 0.73
. 3 157.00 0.74

Time Series using Genstat

Open the file Auselec 4 Moving Average EI = |[mESw
e From the Stats menu choose Time Series et _ -
) vailable D ata: Seres: |kwh
and then Moving Average Movig Averge
e the series will be kwh Emtfed_mm Length: o
i th
e Length WI!| be 4 as quarterly data man Method  |Contied B
e Method will be centred >
. Order: |EI - fean j
e Type in a name for the column
: ) . [~ Trimn Trarsient
e Tick trim transients At T FEnsiers
e Click Dlsplay in Spreadsheet Seasonal Adjustment: |
Moving Average of kah: 4 centred saples Save moving average in: mﬁm\* W Display in S preadzhest
[v Display graph of maving average

Row |lguarter | month| e centred mm
Mar-74| 18515 i
Jun-74| 20377
Sep-T4| 17681 18399.9
Dec-74| 16692 18446.1
Mar-75| 19184 184811
Jan-75| 20078 18719.9
Sep-75| 18260 19017.5
Dec-75| 18023 19423
Mar-76| 20234 19875.3
Jun-76| 22272 20179.3
Sep-T6| 19684 20469.1

_L'-Calculate EI [=] @

|kwh-centred_mm

Available D ata p—— jJJjﬂ -

Sl I N
[ Tests ﬁ ﬂ jﬂ M is
To find the Individual seasonal value, use Fi::;:s =] =] in| | e | i

the calculator | @ [ Tables Functions... |

w0 Title: |

& =/ x| B

30000

25000

w m | e [ e |w]m]=

10
11

20000

W= M ] =) || M=

o
B
x|
8
8-
g
2
3
R

To find the average seasonal value, the Save Resultln: find_seas [ Frint in Output
Quarter column needs to be a factor. This
is indicated by the ! in front. If it is not a

factor, right click and select Convert to E ﬂ ﬂ

Factor.

v Display In Spreadshest: |[auselec:.:-:ls]5heet1 j

Cancel | Options... | Defaults




Now to get the average seasonal effect, choose Calculate from the Spread menu and then Summary

Statistics. Remember to click Merge!

5 ize 5 dsheet
| Summarize Spreadshee - &

Factars:

Summary Groups:

Cluarter

Caunts

Carmy

* Min
Wariates:

rnanth -
kb

Mo Obs

Carry Factor zing:

" Median

flef):

" Max

[ wamnif > 1 levelin a summary
Summary Statiztics:

Ok,
Cancel

Help

centred_mm

Mean

Tatal

o
 Cams |
“|_caw |
Mook |
_thean_|
_Toal |

War

Std Dew

Median

i

L ED

Min

Skewness

[

tean of ind_seas

i

Furtosis

Percentile | a0 Clear

v Only keep factor cormbinations which are present
[ Set as Active Sheet

[ Print i Output

[+ terge into the Original sheet

If the quarter column isn’t there, just
insert a column (from the Spread menu)
with the required number of factors and
use Fill from the Spread menu
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You can now also find the seasonally adjusted data using the Calculator | @

To get the trend line and its equation you

need to perform Linear Regression. You need to know how many time periods have passed. You can insert a

new column (Choose Insert, Column from the Spread menu) f
To fill it easily choose Calculate then Fill from the

Spread menu
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Now run the Linear Regression
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To save the fitted values, you click on the Save.option when you run the Linear Regression
Estimates of parameters

Parameter estimate s.e. t(76)
Constant 16557. 168. 98.40
period 315.57 3.56 88.55

So the model is kwh = 315.57 * quarter period + 16557
To graph the raw data, the trend and the smoothed data on the same graph, you choose Line 2D from the
Graphics Menu. Then you need to choose a Multiple Y graph
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If you prefer a graph with the dates along the bottom —
graph just select month rather than period for the X s
variate, however you will need to edit the graph to change
the axis to read in dates...
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kwh v period
trend v period

Choose Edit then Edit graph as you did earlier and change
the x-axis as shown. 25000
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To make predictions, you can just use the formula for the trend line and then add on the average seasonal effect.

You can use the computer to work out the moving means (or medians) and produce a graph with a trendline and
find the equation of the trend line.



