Weights of Male Students

We have access to 521 males who were recently enrolled in Stage 1 Statistics at the University of Auckland. 
We want to find out about the pattern (distribution) of the weights of these 521 male students. 
What is the average weight of this population?
QUESTION (more precisely): 

What is the          median         weight of this population of 521 male Stage 1 University of Auckland Statistics students?
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# two-sample proportions
source ("GUI/randonGUI2.R")

source ("grid/random2/grid. random2 .R")
source ("grid/random2/random2Action.R")
source ("grid/random2/random2Brgs.R")
#randomGUI2 ()

# multiple samples proportions
source ("GUI/randonGUT3.R")

source ("grid/randoms/grid. randon3.R")
source ("grid/random3/randon3Action.R")
source ("grid/random3/randon3Args.R")
#randomGUI3 ()

# To access vit confidence coverage
e e e e e

#Library (aevtools)

#load_all ("vic")

Fvit()

onesampBootGUT ()

Loading required package: giidgetsRGrk2

Warning message:

package 'giidgetsRGTk2' was built under R version 2.12.2
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Simple random sample of 9 male students: 
70, 52, 63, 70, 81, 71, 57, 62, 67
Interpretation of the sample median:
The population median weight is about  67kg
· Weakness:

What do we mean by  ‘about’?
· What shall we do about this?
Give a                   range or interval of plausible values                 for 
the population median.
· How shall we do this?

Suggestion: Use many estimates obtained from many repeated samples from the population.

Problem:
1. Repeated sampling from the population can be costly.
2. Impractical, e.g., may only have access to one sample.
Solution:

Treat the sample as if it were the population.

Re-sample from the sample with replacement. 

· With replacement generates different re-samples
· Use the same sample size to mimic the way the data were produced
We call this   bootstrapping 

Question: 

What is the median weight of this population of 521 male Stage 1 University of Auckland Statistics students?

Population distribution (predicted)



Original sample



Weight (kg)

Sample median = 67kg 


My re-sample

Weight (kg)

  








   Re-sample median =   

Distribution of re-sample medians (collected from class)

Re-sample medians (kg)
Distribution of re-sample medians (bootstrap distribution) 



1000 re-sample medians (kg) from a computer simulation
A bootstrap confidence interval for the population median weight:   (     57kg      ,      71kg      )

Original sample


Weight (kg)

Sample median = 67kg
Interpretation of bootstrap confidence interval: 
We estimate that the median weight of this population of 521 male Stage 1 University of Auckland Statistics students is somewhere between           57kg                  and       71kg.
How successful is this bootstrap process at capturing the parameter?
· The median weight of this population of 521 male students is  70kg.
· Our bootstrap confidence interval  covers / doesn’t cover  this true value.
· If many different people each took a random sample of size 9 and produced a bootstrap confidence interval, what percentage of these bootstrap confidence intervals would contain (cover / include) this true value of the population median?
From a computer simulation:  
Approximately         97%              of the simulated bootstrap confidence intervals cover (contain / include) the population median.

Interpretation of bootstrap confidence interval (improved)
It is a fairly safe bet that the median weight of this population of 521 male Stage 1 University of Auckland Statistics students is somewhere between        57kg            and    71kg.
Weights of Male Students (revisited) - Mean
We have access to 521 males who were recently enrolled in Stage 1 Statistics at the University of Auckland. 

What is the mean weight of this population of 521 male Stage 1 University of Auckland Statistics students?









Simple random sample of 9 male students:

70, 52, 63, 70, 81, 71, 57, 62, 67

Weight (kg)


Sample mean, x  =  
Distribution of re-sample means (bootstrap distribution)





1000 re-sample means (kg) from a computer simulation


Bootstrap confidence interval:   (                              ,                              )

Original sample


Weight (kg)

Interpretation:

It is a fairly safe bet that the mean weight of this population of 521 male Stage 1 University of Auckland Statistics students is somewhere between                               and 

Exercises:

1. Is the population mean weight in this bootstrap confidence interval?


2. A person claims that the mean weight of this population of male students is 75kg. 
Is 75kg a believable value for the population mean weight?

Comparing Weights of Male and Female Students (Medians)
We have access to 1132 students (males and females) who were recently enrolled in Stage 1 Statistics at the University of Auckland.

What is the difference in the median weight of the males and the median weight of the females in this population of 1132 Stage 1 University of Auckland Statistics students?

Population distributions (predicted)










Simple random sample of 30 students:
Female: 45, 46, 47, 47, 50, 51, 52, 52, 54, 55, 55, 56, 65, 70, 75, 108, 121
Male: 52, 60, 63, 63, 65, 70, 72, 73, 75, 75, 77, 78, 110



Estimate: Male sample median – Female sample median


=


=
Distribution of differences between re-sample medians (bootstrap distribution)




1000 differences between re-sample medians (kg) from a computer simulation


Bootstrap confidence interval:   (                              ,                              )





Interpretation:

It is a fairly safe bet that for this population of Stage 1 University of Auckland Statistics students the male median weight is somewhere between                                                and 
                                             than the female median weight.

Exercises:

1. For this population, is the actual difference between the median weight of the males and the median weight of the females in this bootstrap confidence interval?

2. A person claims that, for this population, the median weight of the males is 10kg greater than the median weight of the females. 
Is this claim believable?


Comparing Weights of Male and Female Students (Medians) – Alternative sampling design
We have access to 1132 students (males and females) who were recently enrolled in Stage 1 Statistics at the University of Auckland.

What is the difference in the median weight of the males and the median weight of the females in this population of 1132 Stage 1 University of Auckland Statistics students?

















Simple random samples:
Female: 47, 52, 55, 60, 55, 53, 55, 80, 75, 56, 56, 45, 53, 63, 56
Male: 62, 60, 75, 69, 65, 71, 60, 70, 81, 87, 56, 74, 78, 80, 63




Estimate: Male sample median – Female sample median


=


=

Distribution of differences between re-sample medians (bootstrap distribution)




1000 differences between re-sample medians (kg) from a computer simulation


Bootstrap confidence interval:   (                              ,                              )




Interpretation:

It is a fairly safe bet that for this population of Stage 1 University of Auckland Statistics students the male median weight is somewhere between                                                and 
                                             than the female median weight.

Bootstrap Confidence Intervals 


Parameters, Estimates and Statistical Inference
The goal is to obtain information about some: 

· clearly defined population, e.g., height of 521 STATS 10x males

· random process generating a  “population”, e.g., “life time” of a certain brand of battery

A parameter is a numerical characteristic of a population or distribution, e.g., a population average.
An estimate is a known quantity calculated from the (sample) data to estimate an unknown parameter, e.g., a sample average is used to estimate the unknown population average.
The process of using sample data to make useful statements about a population is called statistical inference, e.g., when using sample data to estimate an unknown population average.
The Idea of an Interval Estimate
1. Randomly sample from the population and calculate an estimate of the true unknown parameter value. But because all estimates are just estimates, there’s still uncertainty about the true value of the parameter. We say there is uncertainty in the estimate.

2. To account for this uncertainty give a range or interval of values (‘interval estimate’ / ‘confidence interval’) rather than a single value (a point estimate) for the unknown true parameter value.

3. How do we build this interval?

· Bootstrapping (see below)
· Normality based method (we’ll learn about this in Chapter 5)
 Bootstrap Confidence Interval – How do we build one?
· From the original sample, randomly sample (with replacement) until the size of the re-sample equals the original sample size.

· Calculate an estimate from this re-sample.

· Do many re-samples (say 1000 re-samples) and obtain many (1000) re-sample estimates.

· Use the central 95% of these 1000 re-sample estimates to find the upper and lower limits of an uncertainty interval or interval estimate (bootstrap confidence interval).

Note: 

· A re-sample, as described above, is also called a bootstrap sample. 
· The distribution of estimates from the re-samples (bootstrap samples) is called a bootstrap distribution.

· Our confidence in a particular bootstrap confidence interval comes from the fact that this method produces an interval which contains the true value of the parameter a very high percentage of the time.
· Interpretation of the confidence interval: It’s a fairly safe bet that the true value of the parameter is one of the values in this confidence interval.
· A bootstrap confidence interval for a parameter can be thought of as a range of believable values for the true parameter value.

A key idea underpinning the construction of a bootstrap confidence interval 

With a point estimate (e.g., a sample mean), the uncertainty about the true value of the parameter (the population mean) is due to the fact that the sample mean varies from sample to sample about the true mean. The width of a confidence interval has to be large enough to take the extent of this sample-to-sample variation of the sample mean into account. 

A key idea underpinning the construction of a bootstrap confidence interval is that the extent of this sample-to-sample variation in the sample means is very similar to the extent of the sample-to-sample variation in the re-sample means. So the distribution of the re-sample mean (the bootstrap distribution) is used to estimate the extent of the variation in the sample mean and this allows us to use the bootstrap distribution to determine the limits of the bootstrap confidence interval. 

Bootstrap Confidence Intervals 


Parameters, Estimates and Statistical Inference
The goal is to obtain information about some: 

· clearly defined population, e.g., height of 521 STATS 10x males

· random process generating a  “population”, e.g., “life time” of a certain brand of battery

A parameter is a numerical characteristic of a population or distribution, e.g., a population average.
An estimate is a known quantity calculated from the (sample) data to estimate an unknown parameter, e.g., a sample average is used to estimate the unknown population average.
The process of using sample data to make useful statements about a population is called statistical inference, e.g., when using sample data to estimate an unknown population average.
The Idea of an Interval Estimate
4. Randomly sample from the population and calculate an estimate of the true unknown parameter value. But because all estimates are just estimates, there’s still uncertainty about the true value of the parameter. We say there is uncertainty in the estimate.
5. To account for this uncertainty give a range or interval of values (‘interval estimate’ / ‘confidence interval’) rather than a single value (a point estimate) for the unknown true parameter value.

6. How do we build this interval?

· Bootstrapping (see below)
· Normality based method (we’ll learn about this in Chapter 5)
 Bootstrap Confidence Interval – How do we build one?
· From the original sample, randomly sample (with replacement) until the size of the re-sample equals the original sample size.

· Calculate an estimate from this re-sample.

· Do many re-samples (say 1000 re-samples) and obtain many (1000) re-sample estimates.

· Use the central 95% of these 1000 re-sample estimates to find the upper and lower limits of an uncertainty interval or interval estimate (bootstrap confidence interval).

Note: 
· A re-sample, as described above, is also called a bootstrap sample. 
· The distribution of estimates from the re-samples (bootstrap samples) is called a bootstrap distribution.

· Our confidence in a particular bootstrap confidence interval comes from the fact that this method produces an interval which contains the true value of the parameter a very high percentage of the time.
· Interpretation of the confidence interval: It’s a fairly safe bet that the true value of the parameter is one of the values in this confidence interval.
· A bootstrap confidence interval for a parameter can be thought of as a range of believable values for the true parameter value.

A key idea underpinning the construction of a bootstrap confidence interval 
With a point estimate (e.g., a sample mean), the uncertainty about the true value of the parameter (the population mean) is due to the fact that the sample mean varies from sample to sample about the true mean. The width of a confidence interval has to be large enough to take the extent of this sample-to-sample variation of the sample mean into account. 
A key idea underpinning the construction of a bootstrap confidence interval is that the extent of this sample-to-sample variation in the sample means is very similar to the extent of the sample-to-sample variation in the re-sample means. So the distribution of the re-sample mean (the bootstrap distribution) is used to estimate the extent of the variation in the sample mean and this allows us to use the bootstrap distribution to determine the limits of the bootstrap confidence interval. 
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The Big Ideas


We want to find out something about a population such as a population average, e.g., a population’s average weight (the true value of a parameter).


We take a random sample from the population and calculate the sample average (an estimate).


All estimates are just estimates – there’s still uncertainty about the population’s average weight. �Looking at the world using data is like looking through a window with ripples in the glass:�‘What we see is not quite the way it really is’.


To try to account for this sample average being ‘not quite right’, we use an interval around this sample average.





Our confidence in a particular interval comes from the fact that the method works most of the time.
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71.4 kg.
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We don’t know, but it is a fairly safe bet that it is in this interval





No, because 75kg is not in the interval.
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X = weight





n = 30





Estimate: �Male sample median – Female sample median
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Male population median weight = Female population median weight (kg)
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We don’t know, but it is a fairly safe bet that it is in this interval.





Yes, because 10kg is in the interval.





X = weight
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The Big Ideas


We want to find out something about a population such as a population average, e.g., a population’s average weight (the true value of a parameter).


We take a random sample from the population and calculate the sample average (an estimate).


All estimates are just estimates – there’s still uncertainty about the population’s average weight. �Looking at the world using data is like looking through a window with ripples in the glass:�‘What we see is not quite the way it really is’.


To try to account for this sample average being ‘not quite right’, we use an interval around this sample average.
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