Teaching Activities towards NCEA Achievement Standard 2.9:
Use statistical methods to make an inference
Achievement Criteria
	 Achievement
	Achievement with Merit
	Achievement with Excellence

	Use statistical methods to make an inference.
	Use statistical methods to make an inference, with justification.
	Use statistical methods to make an inference, with statistical insight.

	Involves showing evidence of using each component of the statistical enquiry cycle to make an inference.
	involves linking components of the statistical enquiry cycle to the context, and/or to the populations, and referring to evidence such as sample statistics, data values, trends, or features of visual displays in support of statements made.
	involves integrating statistical and contextual knowledge throughout the statistical enquiry cycle which may involve reflecting on the process, or considering other explanations.

	Using the statistical enquiry cycle to make an inference involves:
· posing an appropriate comparison, investigative question from a given set of population data
· selecting random samples
· selecting and using appropriate displays and measures
· discussing sample distributions
· discussing sampling variability, including the variability of estimates
· making an inference
· communicating findings in a conclusion.



NZC Mathematics and Statistics: Statistics strand – level 7 
Carry out investigations of phenomena, using the statistical enquiry cycle: 
· using existing data sets; 
· evaluating the choice of sampling and data collection methods used; 
· using relevant contextual knowledge, exploratory data analysis, and statistical inference.

Make inferences from surveys: 
·  using sample statistics to make point estimates of population parameters
· recognising the effect of sample size on the variability of an estimate
from http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Achievement-objectives/AO-S7-1
Important teaching ideas
· Use correct vocabulary of estimate and parameter. 
· Develop an understanding that confidence in the estimate will vary depending on factors such as sample size, sampling method, the nature of the underlying population, sources of bias. 
· Experience evidence for the central limit theorem by simulating samples and comparing the distribution of sample medians or means for samples of different sizes.
Relevant indicators for Achievement objective S7-1 
· Uses the statistical inquiry cycle to analyse existing data sets. 
· Conducts surveys to find solutions to problems (or uses existing data sets):
· Selects and uses appropriate sampling methods, for example, simple random, systematic, stratified, cluster, and quota.
· Evaluates sampling method used, for example, is a sample sufficiently large, randomly chosen, and representative of the population.
· Uses exploratory data analysis to explore features of the data:
· Uses appropriate statistical plots and tables to explore the data and communicates relevant detail and overall distributions.
· Uses appropriate measures to communicate features of the data.
· Uses relevant contextual knowledge when communicating findings. 
· Makes statistical inferences. 
· Communicates findings in a report which includes:
· relevant summary statistics, graphs and tables to support the findings of the survey
· quantitative and qualitative statements
· statistical inferences
· justified conclusions.
http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Achievement-objectives/AO-S7-1

Relevant indicators for Achievement objective S7-2 
B. Using sample statistics to make point estimates of population parameters.
C. Recognising the effect of sample size on the variability of an estimate:
Within the context of an investigation and statistical plots of observed data:
· Plots sample data showing informal confidence intervals (median ± 1.5 IQR / √n) on boxplots.
· Uses an informal confidence interval to make an inference about the population median from sample data plot.
· Makes a claim about whether one group has larger values than another group using informal confidence intervals for the population medians.
· Explains the connections among sample, population, sampling variability, sample size effect, informal confidence interval, and degree of confidence.
http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Achievement-objectives/AO-S7-2

Relevant indicators for Achievement objective S7-3
In a range of meaningful contexts, students will be engaged in thinking mathematically and statistically. They will solve problems and model situations that require them to:
Evaluate statistically based reports:
B. identifying sampling and possible non-sampling errors in surveys, including polls.

Guideline for making an inference
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http://www.censusatschool.org.nz/2010/documents/Shifts%20diagram.11.02.04.pdf
Notes from the Senior Secondary Guide
· Sample size affects the variability of an inference As the Central Limit Theorem for sample means (a level 8 objective) applies to samples of at least 30 items, random samples of this size are acceptable. For an inference of a population proportion, however, a much larger sample size is needed, at least 250. This size comes from margin or error considerations (a level 8 objective) but at level 7 an intuitive understanding is sufficient.
· Randomised sampling techniques include simple random, systematic, stratified, cluster, and quota.
· It is important to identify the positive features of each method and be able to carry out each method correctly in order for the sample to be as representative as possible. Students must be able to provide evidence they have carried out their chosen sampling methods correctly. If a sample is randomly chosen then it is representative of the population.
· Notes available at:
· http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Achievement-objectives/Level-7-statistical-investigation-notes
Glossary     http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Glossary
Bias
An influence that leads to results which are systematically less than (or greater than) the true value. For example, a biased sample is one in which the method used to create the sample would produce samples that are systematically unrepresentative of the population.
Note that random sampling can also produce an unrepresentative sample. This is not an example of bias because the random sampling process does not systematically produce unrepresentative samples and, if the process were repeated many times, the samples would balance out on average.

Cluster sampling
A method of sampling in which the population is split into naturally forming groups (the clusters), with the groups having similar characteristics that are known for the whole population. A simple random sample of clusters is selected. Either the individuals in these clusters form the sample or simple random samples chosen from each selected cluster form the sample.
Example Consider obtaining a sample of secondary school students from Wellington. The secondary schools in Wellington are suitable clusters. A simple random sample of these schools is selected. Either all students from the selected schools form the sample or simple random samples chosen from each selected school form the sample.

Estimate
A number calculated from a sample, often a random sample, which is used as an approximate value for a population parameter.
Interval estimate
A range of numbers, calculated from a random sample taken from the population, of which any number in the range is a possible value for a population parameter.
Non-sampling error
One of the two reasons for the difference between an estimate (from a sample) and the true value of a population parameter; the other reason being the error caused because data are collected from a sample rather than the whole population (sampling error). Non-sampling errors have the potential to cause bias in surveys or samples.
There are many different types of non-sampling errors and the names used for each of them are not consistent. 
Some examples of non-sampling errors are:
· The sampling process is such that a specific group is excluded or under-represented in the sample, deliberately or inadvertently. If the excluded or under-represented group is different, with respect to survey issues, then bias will occur.
· The sampling process allows individuals to select themselves. Individuals with strong opinions about the survey issues or those with substantial knowledge will tend to be over-represented, creating bias.
· If people who refuse to answer are different, with respect to survey issues, from those who respond then bias will occur. This can also happen with people who are never contacted and people who have yet to make up their mind.
· If the response rate (the proportion of the sample that takes part in a survey) is low, bias can occur because respondents may tend consistently to have views that are more extreme than those of the population in general.
· The wording of questions, the order in which they are asked and the number and type of options offered can influence survey results.
· Answers given by respondents do not always reflect their true beliefs because they may feel under social pressure not to give an unpopular or socially undesirable answer.
· Answers given by respondents may be influenced by the desire to impress an interviewer.

Random sample
A sample in which all objects or individuals in the population have the same probability of being chosen in the sample.

Sample distribution
The variation in the values of a variable in data obtained from a sample. 

Sample statistic
A number that is calculated from a sample of numerical values.
A sample statistic gives an estimate of the corresponding value from the population from which the sample was taken. For example, a sample mean is an estimate of the population mean.

Sampling error
The error caused because data are collected from part of a population rather than the whole population.
An estimate of a population parameter, such as a sample mean or sample proportion, is different for different samples (of the same size) taken from the population. Sampling error is one of two reasons for the difference between an estimate and the true, but unknown, value of the population parameter. The other reason is non-sampling error.

Sampling variation
The variation in a sample statistic from sample to sample.
Suppose a sample is taken and a sample statistic, such as a sample mean, is calculated. If a second sample of the same size is taken from the same population, it is almost certain that the sample mean calculated from this sample will be different from that calculated from the first sample. If further sample means are calculated, by repeatedly taking samples of the same size from the same population, then the differences in these sample means illustrate sampling variation.
Alternative: chance variation

Simple random sample
A sample in which, at any stage of the sampling process, each object or individual (which has not been chosen) in the population has the same probability of being chosen in the sample.
In a simple random sample an object or individual in the population can be chosen once, at most. This is often called sampling without replacement.

Sources of variation
The reasons for differences seen in the values of a variable. Some of these reasons are summarised in the following paragraphs.
Variation is present everywhere and is in everything. When the same variable is measured for different individuals there will be differences in the measurements, simply due to the fact that individuals are different. This can be thought of as individual-to-individual variation and is often described as natural or real variation.
Variation occurs in all sampling situations. Suppose a sample is taken and a sample statistic, such as a sample mean, is calculated. If a second sample of the same size is taken from the same population, it is almost certain that the sample mean calculated from this sample will be different from that calculated from the first sample. If further sample means are calculated, by repeatedly taking samples of the same size from the same population, then the differences in these sample means illustrate sampling variation.

Statistical inference
The process of drawing conclusions about population parameters based on a sample taken from the population.

Systematic sampling
A method of sampling from a list of the population so that the sample is made up of every kth member on the list, after randomly selecting a starting point from 1 to k.
Example
Consider choosing a systematic sample of 20 members from a population list numbered from 1 to 836.
To find k, divide 836 by 20 to get 41.8.
Rounding gives k = 42.
Randomly select a number from 1 to 42, say 18.
Start at the person numbered 18 and then choose every 42nd member of the list.
Variability
The tendency for a property to have different values for different individuals or to have different values at different times.



Possible data sets
· Stats NZ: Surf (synthetic unit record files 2003)
· Census at School: school survey data, Kiwi data, 
· http://seniorsecondary.tki.org.nz/Mathematics-and-statistics/Achievement-objectives/AO-S7-1
· Kiwi Kapers 1: explores the justification for using a sample to make an inference and sampling variation
· Kiwi Kapers 2: explores the effect of sample size so that we can have confidence in our estimate
· Sampling stuff: explores sampling methods to ensure the sample is representative: stratified sampling
Stage 1 Statistics Data
The data was collected on an internet-based survey on Stage 1 students at Auckland University in 2009. Students were invited to complete the survey and gain 2 marks towards their first assignment, marked out of ten. Details of the variables recorded are:

	COURSE
	 The three Stage 1 statistics courses offered at the University of Auckland:
· Commerce, for students of commerce (49%)
· General, a General Education paper (two courses needed for undergraduate degree (3%)
· Introduction, towards all other degrees, eg psychology, social science, science (48%)

	SEX
	 Male (47%)or female (53%)

	WEIGHTACTUAL
	 Actual weight in Kg

	WEIGHTIDEAL
	 Ideal weight in Kg

	SPEED
	 Maximum speed driven as a licensed driver

	DRINKSPEND
	 Amount in $ spent on alcohol per week on average

	LOOKS
	 Personal appearance rating out of 10

	INTELLIGENCE
	 Personal intelligence rating out of 10

	SHOES
	 Number of pairs of shoes owned

	HOURSWORKED
	 Number of hours worked per week

	WEEKLYWAGE
	 Amount in $ earned per week

	VOTE
	 Political party currently supported



	id number
	COURSE
	SEX
	WTACTUAL
	WTIDEAL
	DIFF Actual - Ideal
	SPEED
	DRINKSPEND
	LOOKS
	INTELLIGENCE
	SHOES
	HOURSWORKED
	WEEKLYWAGE
	VOTE

	1
	commerce
	male
	65
	65
	0
	100
	0
	8
	8
	6
	0
	0
	Labour

	2
	commerce
	male
	134
	105
	29
	150
	50
	10
	10
	10
	0
	0
	Labour

	3
	introduction
	female
	74
	45
	29
	80
	30
	8
	8
	13
	0
	0
	none

	4
	introduction
	male
	62
	65
	-3
	0
	20
	6
	8
	1
	0
	0
	Green

	5
	commerce
	female
	54
	55
	-1
	0
	20
	8
	8
	20
	0
	0
	none

	6
	commerce
	male
	51
	55
	-4
	0
	0
	7
	5
	10
	0
	0
	National

	7
	commerce
	male
	61
	60
	1
	0
	10
	8
	10
	6
	0
	0
	none

	8
	commerce
	male
	89
	100
	-11
	100
	0
	8
	6
	5
	0
	0
	Labour

	9
	commerce
	male
	70
	70
	0
	120
	1
	5
	5
	5
	0
	0
	Labour

	10
	commerce
	female
	64
	55
	9
	60
	0
	8
	8
	10
	0
	0
	Labour
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